ResearchGate

See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/329952005

Kannada Kali: A Smartphone Application for Evaluating Spoken Kannada Words
and Detecting Mispronunciations Using Self Organizing Maps

Conference Paper - December 2018

DOI: 10.1109/T4E.2018.00009

CITATIONS READS
2 255

10 authors, including:

Savitha Murthy Avinash Kumar

PES Institute of Technology Zscaler

5 PUBLICATIONS 14 CITATIONS 21 PUBLICATIONS 15 CITATIONS
SEE PROFILE SEE PROFILE

Viraj Kumar Dinkar Sitaram

Dayananda Sagar University y PES Institute of Technology

51 PUBLICATIONS 184 CITATIONS 101 PUBLICATIONS 2,553 CITATIONS
SEE PROFILE SEE PROFILE

Some of the authors of this publication are also working on these related projects:

Project OpenStack Federated Cloud Services using API-Proxy and third party solutions View project

Project Moving to the Cloud View project

All content following this page was uploaded by Savitha Murthy on 15 July 2019.

The user has requested enhancement of the downloaded file.


https://www.researchgate.net/publication/329952005_Kannada_Kali_A_Smartphone_Application_for_Evaluating_Spoken_Kannada_Words_and_Detecting_Mispronunciations_Using_Self_Organizing_Maps?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/329952005_Kannada_Kali_A_Smartphone_Application_for_Evaluating_Spoken_Kannada_Words_and_Detecting_Mispronunciations_Using_Self_Organizing_Maps?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/OpenStack-Federated-Cloud-Services-using-API-Proxy-and-third-party-solutions?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Moving-to-the-Cloud?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Savitha_Murthy?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Savitha_Murthy?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/PES_Institute_of_Technology?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Savitha_Murthy?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Avinash_Kumar185?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Avinash_Kumar185?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Zscaler?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Avinash_Kumar185?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Viraj_Kumar?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Viraj_Kumar?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Viraj_Kumar?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Dinkar_Sitaram?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Dinkar_Sitaram?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/PES_Institute_of_Technology?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Dinkar_Sitaram?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Savitha_Murthy?enrichId=rgreq-75e73b81f1cb46a19c838fbd51352cc3-XXX&enrichSource=Y292ZXJQYWdlOzMyOTk1MjAwNTtBUzo3ODA4MTExMDQxNjE3OTJAMTU2MzE3MTI4MjI3OQ%3D%3D&el=1_x_10&_esc=publicationCoverPdf

Kannada Kali: A Smartphone Application for
Evaluating Spoken Kannada Words and Detecting
Mispronunciations using Self Organizing Maps

Savitha Murthy*, Ankit Anand, Avinash Kumar
Ajay Cholin, Ankita Shetty, Aditya Bhat
Akshay Venkatesh, Lingaraj Kothiwale
Dinkar Sitaram!

PES University, Bangalore, India
*savithamurthy @pes.edu, Tdinkars @ pes.edu

Abstract—Computer Aided Pronunciation Training (CAPT)
systems can assist people learning to speak new languages by
detecting and correcting mispronunciations. ‘“Kannada Kali” is a
prototype Android application that leverages learners’ increasing
access to smartphones to evaluate the pronunciation of Kannada
words and provide feedback using a cloud-based framework. A
CAPT system typically uses an Automatic Speech Recognition
(ASR) sub-system. For sufficient accuracy, ASR systems need to
be trained using speech data from both native (L.1) and non-
native (L.2) speakers. Since the latter type of data is particularly
difficult to gather, we follow recent research efforts that seek to
minimize the dependency on large speech corpora. We recorded
21 Kannada words (two to five syllables long) pronounced
correctly by a Kannada teacher as templates, and 1169 samples
of these words spoken by 19 native and non-native Kannada
speakers aged 18 to 25 years. These samples were manually rated
on a 5-point Likert scale by the Kannada teacher and used to
train a neural network classifier for our application. “Kannada
Kali” provides learners feedback that matches the teacher ratings
with an accuracy of 86% on binary classification and 68% on
multi-class classification. We also propose a novel approach for
detecting mispronunciations using Self Organizing Maps (SOM)
and report promising initial results.

Index Terms—pronunciation evaluation, CAPT, Kannada, mis-
pronunciation detection, SOM

I. INTRODUCTION

A growing number of people are learning to speak new
languages, either as part of their formal education or because
they have migrated to a region where a different language is
predominant. Thanks to advances in machine learning and in-
creasing access to smartphones, non-native (L2) learners have
access to sophisticated Computer Aided Language Learning
(CALL) systems and Computer Aided Pronunciation Training
(CAPT) systems that allow them to learn new languages at
their own pace. As their names suggest, a CALL system acts as
a guide for learning languages (including linguistic features),
whereas a CAPT system focuses on pronunciation. We will fo-
cus on the latter system, which assigns a score to the learner’s
pronunciation. To aid learning, a CAPT system may also
provide feedback indicating where the learner’s pronunciation
deviates from the canonical pronunciation. In this paper, we
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describe ‘Kannada Kali’, an Android-based CAPT for learning
Kannada pronunciations. Our prototype communicates with
a cloud-based framework for pronunciation evaluation. We
also propose a novel technique for mispronunciation detection
using Self Organizing Maps (SOM).

II. RELATED WORK

CAPT systems traditionally make use of an Automatic
Speech Recognition (ASR) system that is trained on speech
data from native (L1) and non-native (L2) speakers. ASR
systems require resources such as lexicons (pronunciation
dictionaries), transcripts, language model (language grammar)
and adequate speech data (from both L1 and L2 speakers)
for training. They detect mispronunciations based on the
posterior probabilities or Goodness of Pronunciation (GOP)
scores at word, sub-word or phone levels. The following
section gives an overview of the related work in pronunciation
evaluation and mispronunciation detection based on the model
used for evaluation, the size of data required and comparison
techniques without the use of a corpus.

As noted earlier, pronunciation evaluation is only concerned
with producing an assessment score for the learner’s speech
without necessarily identifying places of mispronunciation.
Initial work on pronunciation evaluation made use of GMM-
HMM based acoustic models — Gaussian Mixture Models
(GMM) were used to determine the state probabilities of the
Hidden Markov Model (HMM) that model phonemes (the
basic sounds of speech). The confidence scores of HMM
prediction is used to assess the pronunciation quality [1], [2],
[3]. With advances in deep learning, Deep Neural Network
(DNN) based pronunciation evaluation systems have proved
more efficient and extensible than GMM-HMM models [4],
[51, (6], [7].

The intent of mispronunciation detection is to inform the
learner exactly where mispronunciations have occurred. This
requires error detection at phone level and is normally done
using forced alignment by a speech recognition system to
determine phonetic boundaries. These boundaries are needed



to indicate which sound (with the label) was wrongly pro-
nounced. Here again HMM [8], [9] and DNN models [10],
[5], [11], [12], [13], [14], [15], [16], [17] have been employed.
(See [18] for an overview of various approaches to mispronun-
ciation detection.)

Pronunciation evaluation and mispronunciation detection
systems normally involve training a speech recognition system
with both native (L1) and non-native (L2) speech data [10],
[8]1, [11], [12], [13], [6], [17], [7]. Non-native speech data
is difficult to gather, and such data is particularly scarce for
many Indian languages including Kannada. Thus, there has
been considerable research on minimizing the dependence on
large speech corpora for pronunciation training [1], [19], [20],
[14], [9]. These approaches do not require L2 data, but they
require sufficient L1 data for training.

III. OUR APPROACH

In this paper, we follow the approach taken by Lee and
Glass [21], [10], which uses a comparison based pronunciation
evaluation that eliminates the need to train a traditional ASR
system (and hence eases the requirement of extensive training
data). Instead, this approach compares the utterances of a
teacher against the utterances of students using Dynamic Time
Warping (DTW), and then uses a suitably trained Support Vec-
tor Machine (SVM) classifier on phoneme-based and word-
based features to evaluate students’ speech. Their experiments
also involve the TIMIT corpus as canonical pronunciations
for 630 speakers and the CU-CHLOE corpus of 100 speakers
for evaluations. We perform our experiments with samples of
canonical pronunciations from just one speaker, and manually
rated samples of 19 additional speakers.

A cross-platform mobile application for pronunciation train-
ing has been developed [22] where the back-end is hosted
on a cloud. This approach makes use of a traditional ASR
system to detect the place of mispronunciations and displays
these on the mobile application. We implement a similar cloud
based prototype, but we do not employ an ASR system for
mispronunciation detection.

We evaluate pronunciations at the word level using a DNN
classifier trained against human ratings. Since DNN requires
a lot of data and our dataset consists of only 1169 non-
native words, following [21] we segment these words and
obtain comparison scores for each of these segments. This
finer granularity increases the amount of data available to train
the DNN classifier. Even so, since an appropriate Kannada
speech corpus is not readily available, we do not have suf-
ficient data for forced alignment. Hence, we propose a novel
approach using Self Organizing Maps (SOM) [23], an effective
unsupervised clustering algorithm to reduce high-dimensional
non-linear data into two-dimensional data (a similarity graph)
while also preserving topological relationships. Since SOM
is efficient in learning continuous data, we experiment by
training different SOMs on the canonical pronunciation for
each segment and determining the deviations of the non-native
speech segments.

TABLE I: Words according to their categories

SI. No. | Category | Words
In English Kannada Pronunciation
apple /se:/ [bu/

1. Fruits pineapple /a/ na:/ nas/
orange /ki/ Itta/ /le/
white /bi/ /1i/

2. Colors purple /ne:/ Iral lle/
yellow /ha/ /la/ /di/
cat /be/ /kku/

3. Animals rhinoce‘ros /kha/ /dga/ /mrﬁ/. /gal
porcupine /mu/ /llv/ /ha/ /di/
wolf to:/ /la/

Crow /ka:/ /ge/

4 Birds dflck /baT:/ /tu/ ko.:/ 11/
kingfisher /mi/ feu/ /lli/
woodpecker /ma/ /ra/ /ku/ /ti/ /ga/
jasmine /ma/ /i/ /ge/
kanakambara | /ka/ /na/ /ka:/ /ba/ /ra/

5. Flowers .
hibiscus /da:/ [sal Iva:/ lla/
rose /gu/ Na:/ /bi/
nine 0/ /bal /ttu/

6. Numbers | seven le:/ I/
two /el Iral /du/

TABLE II: Words according to syllables

No. of Syllables | Words
2 6
3 8
4 4
5 3

IV. DATASET AND ANNOTATION

For our prototype, we recorded audio samples of 21 Kan-
nada words, spoken slowly and clearly by a native Kannada
female speaker. These utterances were used as templates
(canonical pronunciations) against which student utterances
were evaluated. Since we target beginners, the words we
chose are nouns for common objects. These were chosen
from first and second grade Kannada textbooks. We chose six
categories, with three to four words in each category. Table 1
lists the categories and the words used, together with their
pronunciations in Kannada.

The number of syllables in these words ranges from 2
to 5, and Table II lists the number of words according to
syllables. The selected 21 words cover 56 different syllables
in the Kannada language, as listed in Table III. In addition to
being simple, the words were selected so that learners could
practice the pronunciations of all basic vowels in Kannada
(/al, /i/, i/, /el and /o/, including short and long forms).
We excluded the dipthongs /ai/ and /ou/ for this prototype.
We also ensured that at least one consonant from each of
the following groups was included: velar (/ka/), palatal (/ca/),
retroflex (/ta/), dental (/ta/) and labial (/pa/). We also included



the most commonly used nasal sounds (/na/ and /ma/). To
keep the prototype simple, the only aspirated consonant we
considered is /kha/. The most common mispronunciation in
Kannada by non-native speakers is the unstructured consonant
l. Thus, we have included different syllable pronunciation
forms for [ namely, ‘/a’, ‘li’, ‘le’ and ‘lu’ in nine words in
the dataset across all the categories.

TABLE III: List of Syllables

SI. No. | Syllables | SI. No. | Syllables
1 /se:/ 29 fra/
2 /bu/ 30 /du/
3 /ka:/ 31 /ki/
4 /gel 32 /ttal
5 /baa/ 33 le
6 /tu/ 34 /al
7 /ko:/ 35 /na:/
8 15/ 36 /nas/
9 /da:/ 37 /mu/

10 /sal 38 /ll/
11 Iva:/ 39 /ha/
12 /la/ 40 /di/
13 /ma/ 41 /ne:/
14 i/ 42 /kha/
15 /ka/ 43 /dga/
16 /na/ 44 /mra/
17 /ka:/ 45 /gal
18 /ba/ 46 /gu/
19 Jra/ 47 Na:/
20 /mi/ 48 /bi/
21 /eu/ 49 i/
22 1/ 50 Jto:/
23 15/ 51 /la/
24 /ba/ 52 /ma/
25 /ttu/ 53 /ku/
26 le:/ 54 It/
27 o/ 55 /ha/
28 lel 56 /di/

Recordings for the 21 Kannada words were obtained from
19 students aged between 18 and 25 years (both native
and non-native Kannada speakers). A total of 1169 audio
samples were recorded using our Android application with
JBL C100SI, Sony MDR-ex155 Noise cancellation earphones
in an environment with minimal background noise. The length
of each audio sample is approximately 5 seconds and includes
minute variations in pronunciation, which helps us obtain
a robust model to detect mispronunciations. These audio
samples were given to a Kannada teacher who rated them
on a 5-point Likert scale for clear pronunciations. The audio
samples were also processed to remove regions containing
silence for meaningful analysis.

V. SYSTEM DESIGN

Our system consists of an Android front-end that connects
to a pronunciation evaluation and mispronunciation detection

TABLE IV: Dataset Summary

Human Rating | Number of Samples
1 40
2 50
3 90
4 243
5 746
Total 1169

framework deployed on the cloud as shown in Fig. 1. Cate-
gories of words are displayed on the screen of the mobile once
the user logs in with his or her ID. A sample of the screen in
shown in Fig. 2.

—————
Segmentation and
Comparison _

-
Classifier (DNN &

using Tensorflow)

.

Features

Feedback

Fig. 1: Comparison Framework

COmD e . 4 - 9:30 CmEDYE . 4 - 9:28

Kannada Kali

Fig. 2: Android App Screen Shot

A. Pronunciation Rating

Once the user chooses one of the categories, the object
corresponding to the Kannada word in the category is dis-
played as shown in Fig. 3. The user can listen to the template
pronunciation by pressing the speaker icon on the bottom left
of the screen. He or she can then speak by pressing on the
microphone icon on the bottom right of the screen. Once the



user releases the button, the audio sample of the user is sent
to the back-end on the cloud for evaluation. The rating value
is received from the framework and displayed on the mobile
screen.

W4 M 24% 1017

Fruits

< Kittale >

=) <

Play Template Record Sample

Fig. 3: Word Learning

We use a template-based approach of pronunciation evalu-
ation of spoken Kannada words. We compare the template
and the test audio after breaking them into segments for
finer granularity. We first perform a spectrogram analysis of
the template audio using a self-similarity matrix (SSM) [24]
for segmenting the audio. The segments obtained using our
algorithm approximately corresponds to syllables in Kannada.
After segmentation, we compare the audio segments by im-
plementing the DTW algorithm on the MFCC features of the
segments. We compute 14 different values [24] from the DTW
cost matrix as listed in Table V. These values represent the
differences in the template and the test audio segments.

We train a feed-forward neural network with two hidden
layers as shown in Fig. 4. The input to the neural net is the
14 computed values for each segment. The rating assigned by
a human teacher for each of the audio samples in the training
set is used to train the expected output of the neural net. The
rating estimated by the neural net is sent to the Android front-
end and displayed on the user screen, as shown in Fig. 5.

Input layer
—» X

Hidden layers

Output layer

—p X

DTW
Features

Fig. 4: Feed Forward Neural Network

® W4 M 32%D9:aa - © ‘i M 5% 9 1:23
&= Evaluation

Test Yourself!

L3

Kittale

TRY AGAIN

Start Recording

Fig. 5: Pronunciation Evaluation

B. Mispronunciation Detection

We train a Self Organizing Map (SOM) on the MFCC vector
obtained for each segment of the all audio samples, using
samples in the training set with rating 5 as a reference. We
train different SOMs for different speech segments of rating-5
audio. The predictions of the SOM on the test audio segments
are then compared for deviations against the reference using
an appropriate distance measure. We determine the number of
deviations for the winner nodes predicted by the SOM based
on an empirically determined distance threshold. An audio seg-
ment is identified as mispronounced if it has more deviations
from the reference than this threshold. To provide the user with
feedback, we display the picture and the corresponding audio
segments. We also play the mispronounced segment followed
by its template version (canonical pronunciation) to emphasize
the location of mispronunciation.

VI. RESULTS

We consider the teacher rating as a gold standard for
evaluating our system. The dataset was divided into training
and test sets, with 80% of the audio samples for each of the
rating levels comprising the training set and remaining 20% as
the test set. We consider both Binary (2 Class) and Multiple (5
Class) classification. For multi-class classification, the classes
correspond directly to the human rating on the 5-point Likert
scale. For binary classification, the samples with human rating
1 to 3 form class O and the remaining samples (rated 4 or 5)
form class 1.

Classifier accuracy is obtained by 10-fold cross validation
on the dataset taken. Our results are listed in Table VI.
Binary classification gives a better accuracy because this
grouping results in more data and better balance. Table VII
lists the precision, recall and F-score for binary and multi-
class classification [25].

Fig. 6 shows the segment deviations for a three syllable
word “/ki/ /tta/ /le/”, which is divided into four segments.
Fig. 6(a) depicts the segment deviations for a test sample that
has ha human rating of 5. We obtain a deviation count of 4
for segment-2 which is above the threshold of 3 deviations
for the reference audio. Hence, this segment is denoted in red
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TABLE V: Computations on DTW Cost Matrix

S. No. Feature Computation
1 RATIO_MAX_SEG max segment length <+ pathlen
2 AVG_PATH_SCORE pathscore =+ pathlen
3 AVG_DIAG_SCORE diagscore = diaglen
4 DIFF_AVG_DIAG_PATH_SCORE avg diag score - avg path score
5 RATIO_AVG_DIAG_PATH_SCORE avg diag score <+ avg path score
6 MEAN_SCORE MFCC mean score for a segment
7 RATIO_ABS_DURATION max((width = height),(height <+ width))
8 DIFF_REL_DURATION abs(relative width - relative height)
9 RATIO_REL_DURATION max((relative width =+ relative height),(relative height = relative width)
10 DIFF_MEAN_SCORE mean score - mean ref scores
11 DIFF_AVG_PATH_REF_SCORE avg path score - avg path ref scores
12 DIFF_AVG_DIAG_REF_SCORE avg diag score - avg path ref scores
13 DIFF_AVG_MFCC avgTemplateMfcc - avgTestMfcc (complete audio)
14 RATIO_AVG_MFCC avgTemplateMfcc = avgTestMfcc (complete audio)

TABLE VI: Classification Accuracy

Classification | Cross-validation Train Test
Accuracy Accuracy | Accuracy

Binary 92% 93% 86%

5-Class 75% T4% 68%

TABLE VII: Precision, Recall and F-score

Classification | Precision | Recall | F-score
Binary 0.84 0.89 0.86
5-Class 0.63 0.87 0.73

to indicate a mispronunciation. Similarly, Fig 6(b) has two
mispronounced segments indicated in red for a sample with
human rating 4 (deviation counts of 8 for segment-2 and 3
for segment-4). Fig. 6(c) also has two deviations beyond the
count of 3, but the deviation count is 7 for segment-2 and
segment-3 which is more than the total deviation count for
the audio sample. This is in agreement with the human rating.
From Fig. 6(d) and Fig. 6(e), we observe that there are three
segments that have a deviation count greater than 3. We note
that the deviation counts of Rating-2 samples are more than
the deviations for Rating-1 samples. This may be due to the
fact that pronunciations in both the audio samples are poor,
and human rating is subjective. Hence, using an unsupervised
algorithm such as SOM will help evaluate the pronunciations
in an objective manner. Fig. 6(f) shows the DTW distance
values obtained for the corresponding audio samples using log-
cosine distance. Here the distances for Rating-4 and Rating-3
audio are more than Rating-2 and Rating-1 audio samples,
as expected. Hence, SOM seems to be more effective is
determining mispronunciations than DTW distances.

VII. CONCLUSIONS AND FUTURE WORK

In this paper we have proposed a mobile application to assist
L2 speakers learn pronunciations in Kannada using an evalua-

tion framework deployed on the cloud. Our initial results show
that pronunciation evaluation can be achieved through seg-
mentation, deep learning for classification and semi-supervised
learning (an unsupervised learning tool trained on only canon-
ical pronunciations) for mispronunciation detection with min-
imal reference audio. This eliminates the need for a speech
recognition system that requires significant amounts of data
to achieve good accuracy. We believe that our approach can
be extended to other languages, which is part of our ongoing
efforts.

Mispronunciation detection has also been employed for
pronunciation training in children [26], [27]. Our classification
framework for children of grades 1 and 2 for the same set
of 21 Kannada words resulted in a classification accuracy
of 58% for binary and 38% for multi-class approximately.
In future, we intend to generalize the framework to all age
groups and genders by preprocessing the audio samples. The
feedback mechanism can also be improved by emphasizing
mispronounced audio segments [28], [29].

Our dataset is freely available for download at
github.com/anandankit95/Kannada-Kali. With
the necessary annotation (e.g., through crowd sourcing),
this dataset can also be used for voice identification and
accent recognition. This application can be further extended
to evaluate spoken sentences for paragraphs, to evaluate
fluency in pronunciations. Finally, this application can be a
base framework for language learning with the inclusion of
language specific grammar (specified as language model).
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